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Abstract 

Description and analysis of a learning machine approach to tic tac toe game playing.  Includes 

related research and discussion of knowledge representation, along with results, abstractions 

made within the program, ideas for future work, and discussion. 
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Introduction 

Tic tac toe is a rather simple game.  This simplicity makes it ideal for an exercise in machine 

learning.  Through the process of developing this heuristic learning machine agent, an 

understanding and appreciation of machine learning and heuristics may be gained, and further 

avenues of research opened.  This approach takes the form of a heuristic learning machine player 

agent, allowing the use of heuristics to fine tune the behavior of the machine as it learns more 

winning combinations. 

Background 

Machine learning, the idea of a machine doing better at a task due to previous experience, has a 

rich history.  In 1952-1962, Arthur Samuel developed a checkers playing program that was 

sufficiently strong enough to challenge a world champion.  The strength of this program came 

from Samuel’s use of machine learning techniques (Buchanan).  The application of machine 

learning techniques to tic tac toe playing seems natural. 

Related Research 

Much research has been done in the field of game playing with machine learning, including the 

example from Arthur Samuel above.  Another interesting example comes in the form of a 

machine learning approach to the game Mastermind, an M.S. thesis work by Angie Hugeback 

(Hugeback, 2005).  Other game playing machine learning agents include chess playing agents 

(Gleich, 2003). 

Approach 

The approach taken is one of a heuristic learning machine agent.  This agent plays games against 

another agent, and keeps track of the move list of every winning game.  This allows the agent to 

improve its play against others based upon previous experience.  The way this system works is 



that if the current play matches the beginning of a previous winning game, it plays the next move 

in the series.  If, at the end of the game, the heuristic learning machine player is the winner and 

the rule does not already exist in the database, it adds the move list to its list of heuristics. 

Knowledge Representation 

IT has been repeatedly observed within the AI community that appropriate representation is key 

to problem solving (Simon, 1982; Winston, 1985).  For a problem like tic tac toe, the knowledge 

representation that seems most fit is simply a move list, using notation such as (NW S E C NE 

SW N W SE) to represent an entire game.  The first move in the list is for the player denoted by X, 

and alternates between O and X from that point forward.  The tokens that make up the list is 

consistent with the following visualization: 

NW | N  | NE 

---+----+--- 

W  | C  | E 

---+----+--- 

SW | S  | SE 

Program Abstractions 

This program abstracts away the concept of the game board in favor of a list-based 

representation of the entire game.  In terms of rules, the heuristics that the machine learns are 

simply a list of winning sets of moves for entire games, and also that the heuristic machine 

learning player is always denoted as the X (first) player.  The reasons for these abstractions are 

twofold:  ease of representation to the agent, and reduction of complexity for the programmer. 

Results 

Through demos before, during, and after sufficient training, the agent has shown greatly 

improved performance.  After running several trials (consisting of 500 games pre-learning, a 

5000 game learning session, and 500 games post-learning), the vast majority of the trials pointed 

to increased success at winning against a random machine agent, sometimes in excess of a 17% 

increase.   

Discussion 

The heuristic learning machine player did fairly well, given its constraints.  In showing 

improvement over a random machine agent, it has demonstrated that it is, in fact, learning.  

While the results are not overwhelming, the validity of the idea and the approach is firmly 

grounded in previous works, and shows repeatable results when the same methods are applied to 

different problem domains.  While is it possible that this machine would eventually (given 

persistence and enough learning sessions) become unbeatable, that was not the goal of this 

research.  Rather, the endeavor was a success simply because it showed improvement. 



Future Work 

A future iteration of this heuristic learning machine agent might include persistence, in order to 

maintain its rule sets between sessions.  This would allow the machine to grow even stronger 

over time, as opposed to working in a vacuum every time it is invoked.  Another possibility for 

this machine is to collect not only rules for winning games, but also those that is has lost, in 

order to avoid those moves.  Should there be a conflict in these two sets of rules, the machine 

might play towards a draw, for example, or make a random move.  In any case, there is plenty of 

room for improvement. 

Conclusion 

Like Samuel’s checkers work before it, this heuristic machine learning approach to tic tac toe 

showed improved proficiency following periods of experience gaining (Samuel, 1967).  While 

the results weren’t astounding by any means, the machine did show progress and learning, 

proving that the self-generation of heuristics via a simple fitness metric is a viable option for a 

heuristic machine learning game-playing algorithm.   
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